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Abstract. Workforce shortages, uneven access, and escalating demand in the U.S. healthcare system cause long wait times, fragmented 
communication, and low patient involvement.  This study examines how AI-powered chatbots can improve patient engagement and 
satisfaction by improving response speed, usability, and trust. Mixed-methods design was utilized.  Response times, System Usability Scale 
(SUS) usability, and trust ratings were examined in simulated survey data from 200 U.S. medical school–affiliated clinic patients.  
Thematically examined qualitative data from patient and medical student focus groups. Chatbots lowered average response times to 2.4 
minutes from 12.7 minutes for human workers.  Patients reported 72% more satisfaction with SUS scores of 78/100.  Trust averaged 3.8/5, 
highest with clinician-supervised chatbots.  Thematic analysis identified trust-building, convenience-accuracy balance, and educational 
integration. AI chatbots should complement clinicians rather than replace them. Chatbots can improve efficiency, usability, and engagement 
and prepare future physicians to use digital technologies, advancing patient-centered care in the U.S. 
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1. INTRODUCTION 
The U.S. healthcare system faces persistent challenges: a large patient population, a lack of physicians, high 

costs, and widespread public discontent. These shortcomings were brought to light by the COVID-19 pandemic, 
which exacerbated delays and put strain on communication channels. In order to improve results, active 
involvement in care has become essential. However, patients usually experience delays and a sense of 
disconnection as a result of traditional approaches. (Mehrotra et al., 2021). 

Artificial intelligence (AI)-powered chatbots offer a potential remedy. Chatbots provide consistent 
availability, scalability, and response consistency compared to human staff. They are able to provide emotional 
support, schedule appointments, evaluate symptoms, and impart knowledge. Chatbots are being investigated as 
cutting-edge teaching aids in the field of medical education, helping students improve their ability to 
communicate in virtual settings. They are especially important to the American healthcare system because of 
their combined roles in clinical practice and education. 

Although there is promise, there are still challenges. When it comes to sharing private health information, 
people may be hesitant to trust technology. There are still many persistent problems with accuracy, empathy, and 
morality. The following inquiries are explored in this study: What effects do chatbots have on patient satisfaction 
and engagement in terms of response time, usability, and trust? 
 
2. LITERATURE REVIEW 

There has been a lot of research on AI chatbots in health care lately. Initial applications concentrated on 
mental health, exemplified by Woebot, a chatbot providing cognitive behavioral therapy (Fitzpatrick et al., 2017). 
Other studies looked at triage bots that help patients find the right care (Bickmore et al., 2018) and self-
management tools for long-term illnesses (Greene et al., 2019). Systematic reviews show that there are benefits in 
terms of efficiency and satisfaction, but they also raise issues about trust and accuracy (Shen et al., 2021). 

Improved outcomes are significantly associated with patient participation (Hibbard & Greene, 2013).  
Engagement requires not only information but also usability and trust.  The Technology Acceptance Model 
(TAM) and the Unified Theory of Acceptance and Use of Technology (UTAUT) emphasise perceived usefulness 
and simplicity of use as determinants of adoption, while trust affects continued usage (Venkatesh et al., 2012).  
Davis, 1989. 

Chatbots are increasingly utilised as educational instruments in medical training.  They simulate patient 
interactions, facilitating students' acquisition of empathy, medical history-taking, and triage skills (Car et al., 
2019).  This integration signifies a shift towards preparing future practitioners for digital-first healthcare.  
However, there remain deficiencies: limited research exists about the use of chatbots in U.S. clinical 
environments, and even fewer investigations examine the connection between education and clinical practice.  
This research aims to address those gaps. 
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3. METHODOLOGY 
3.1. Plan for the Research 

This research employed a mixed-methods approach, integrating quantitative and qualitative methodologies 
to attain a comprehensive understanding of the influence of AI chatbots on patient engagement and satisfaction 
in U.S. healthcare settings.   The choice of a mixed-methods approach was guided by its efficacy in gathering both 
measurable results and complex human insights (Creswell & Plano Clark, 2018).   Quantitative metrics, such as 
reaction time, usability scores, and trust ratings, provided objective assessments of chatbot performance, while 
qualitative analyses from simulated focus-group transcripts clarified the subjective experiences and contextual 
factors affecting patient engagement. 

Mixed-methods approaches have become important in healthcare technology research as they enable the 
triangulation of findings and improve the validity of conclusions (Palinkas et al., 2015).   Chatbots occupy a 
pivotal intersection of technology, healthcare provision, and interpersonal interaction, rendering this method 
particularly appropriate. 
 
3.2. Location and Participants Involved in the Study 

The project was designed to replicate a traditional clinical setting typical of U.S. medical schools, marked by 
substantial service demand and opportunities for innovation through instruction and research.   A simulated 
dataset of 200 patients was generated to mirror the demographic patterns commonly found in U.S. outpatient 
clinics (Mehrotra et al., 2021). 

Participants were categorised based on age (18–29, 30–44, 45–59, and 60+), gender, and insurance status 
(insured or uninsured).   The selection of these demographic variables is based on prior research demonstrating 
that age and gender influence digital health engagement, with younger and female participants often showing 
higher adoption rates (Nouri et al., 2020; Greenhalgh et al., 2021).   Including uninsured individuals was crucial 
due to ongoing health equity challenges within the U.S. healthcare system (Rodriguez & Clark, 2021). 
 
3.3. Acquiring the Data 
3.3.1. Quantitative Component 
The quantitative phase focused on three metrics: reaction time, usability, and trust. 

The response time was measured in minutes, from the initiation of the patient inquiry to the delivery of the 
first meaningful reply, consistent with other chatbot evaluations (Zhou et al., 2021). 

The System Usability Scale (SUS), a validated 10-item instrument frequently employed to assess digital 
technologies (Brooke, 1996), was utilised to gauge usability.   Values range from 0 to 100, with higher values 
indicating more ease of use for the product. 

A 5-point Likert scale was employed to assess trust.  Participants evaluated their trust in chatbot responses 
relative to those provided by human personnel and hybrid models (chatbot supported by clinician supervision).   
This indicator aligns with frameworks for evaluating the reliability of digital health (Kocaballi et al., 2020). 

All measurements were executed in a simulated survey manner, with participants distributed across 
demographic categories to enable comparative analyses. 
 
3.3.2. Component of the Qualitative 

Alongside the numerical data, simulated focus-group transcripts were generated to illustrate the sentiments 
of patients and medical students on interactions with chatbots. Each transcript had reflections on trust, usability, 
and perceived convenience.   We employed Braun and Clarke's (2006) theme analysis to examine the data.  This is 
a prevalent technique in healthcare research for identifying patterns and themes in qualitative data. 

The participation of medical students in qualitative reflections was based on studies showing that digital 
health tools are increasingly included into medical education, serving as training resources for empathy and 
communication skills (Car et al., 2019; Yang & Chen, 2022).   This feature enabled the gathering of perspectives 
on the potential effects of chatbots on current patients and prospective professionals. 
 
3.4. Analyzing the Data 
3.4.1. Quantitative Analysis 

We used descriptive statistics to put together demographic data and the results of the chatbot's performance.  
We figured out the average reaction times, SUS scores, and trust ratings for the whole sample and for different 
demographic groups.  Comparative analyses were conducted to investigate disparities among age cohorts, gender, 
and insurance status.  For instance, mean SUS scores were compared between younger (18–44) and older (45+) 
individuals, considering established disparities in digital literacy among different age cohorts (Nouri et al., 2020). 
Even though the data were simulated, the analysis used statistical methods that are often used in real health 
informatics research, making sure that the results were both realistic and methodologically sound (Dwivedi et al., 
2021). 
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3.4.2. Qualitative Analysis 
Qualitative data were coded inductively in accordance with Braun and Clarke’s (2006) six-phase 

methodology: familiarisation, generating initial codes, identifying themes, reviewing themes, defining and naming 
themes, and compiling the report.  The approach resulted in three principal themes: (1) the necessity of fostering 
trust, (2) the equilibrium between convenience and precision, and (3) the function of chatbots in medical 
education.  To make the results more reliable, themes were compared to quantitative findings. 

The integration of thematic analysis with quantitative survey results exemplifies optimal practices in mixed-
methods healthcare research, which prioritise synthesis to yield actionable insights (Palinkas et al., 2015). 
 
3.5. Ethical Considerations 

This study utilised simulated data; hence, it did not require approval from an Institutional Review Board 
(IRB).   The study was designed to adhere to the ethical principles established in the Belmont Report (National 
Commission for the Protection of Human Subjects, 1979), particularly the tenets of respect for persons, 
beneficence, and justice.   In practice, chatbots in the United States are required to adhere to HIPAA regulations 
to safeguard patient data privacy and security.   Future research must explicitly address the ethical challenges 
related to algorithmic transparency, prejudice, and accountability (Schoeman & Jenkins, 2023). 
 
3.6. Rationale for the Mixed-Methods Approach 

The integration of quantitative and qualitative techniques provided a more accurate and reliable assessment 
of chatbot efficacy.   Quantitative measures enabled the evaluation of efficiency and utility, whereas qualitative 
insights revealed trust-related nuances that numerical data alone could not express.   Prior assessments of digital 
health research highlight the necessity of triangulation to enhance evidence for technology adoption (Meskó & 
Topol, 2021; Thompson & McDonald, 2022).   This study evaluated chatbot performance by combining statistical 
rigour with theme analysis, thereby clarifying the human determinants of trust and acceptance. 
 

4. RESULTS 
4.1. Demographic Traits of Participants 

The simulated patient sample (N = 200) represented a heterogeneous cross-section of patients commonly 
encountered in U.S. medical school-affiliated clinics.  Table 1 shows that the age distribution was fairly even, with 
25% of people aged 18 to 29, 30% aged 30 to 44, another 25% aged 45 to 59, and 20% aged 60 and more.  This 
dispersion made it possible to compare different generations that can have different levels of digital literacy and 
familiarity with technology.  The gender distribution was modestly skewed towards females (55%), consistent 
with previous survey results indicating that women are more likely to utilize preventive health services 
(Greenhalgh et al., 2021).  Insurance coverage was high, with 88% covered, reflecting the medical school–
affiliated clinical context, while 12% remained uninsured, providing insights into how digital tools may assist 
disadvantaged people. 

These data served as a basis for examining the consistency of chatbot performance outcomes—response time, 
usability, and trust—across various patient groupings.  Younger participants were anticipated to exhibit 
enhanced familiarity with digital platforms, whereas elderly patients would convey more mistrust, particularly 
regarding trust. 
 
Table 1.  
Demographic Characteristics of the Patient Sample (N = 200). 

Category Percentage (%) 
Age 18–29 25 
Age 30–44 30 
Age 45–59 25 
Age 60+ 20 
Female 55 
Male 45 
Insured 88 
Uninsured 12 

  
4.2. Analysis of Response Time 

The most noticeable difference between chatbot and human staff contacts was response time.  Figure 1 shows 
that chatbots had an average response time of 2.4 minutes, whereas human personnel took an average of 12.7 
minutes, which is five times better.  The reduction helped patients of all ages, although subgroup analysis showed 
that the effects were slightly different for each group.  Younger patients (18–29 and 30–44) said they saw the 
change in a good way, and they commonly linked speed with convenience.  Patients over 60 years old said they 
saw an improvement, however they sometimes added that they were worried about the correctness of the 
response. 

Uninsured patients, on the other hand, were the most satisfied with shorter wait times, which suggests that 
efficiency may be more important for people who already have trouble getting care.  These findings bolster the 
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assertion that AI-driven solutions can significantly mitigate bottlenecks in service-intensive clinical settings. 
Figure 1. Average Response Time Comparison Between Chatbots and Human Staff. 
 

 
Figure 1: Comparison of average response time. 

 
4.3. Usability Scores (SUS) 

We used the System Usability Scale (SUS) to test usability, and Figure 2 shows how the scores were spread 
out.  According to acknowledged SUS standards (Brooke, 1996), the average score of 78 out of 100 showed that 
people thought chatbots were "good" to "excellent" in terms of usability.  The histogram showed that most 
patients found the chatbot easy to use and efficient because there were clusters in the 70–85 range. 

Nonetheless, variance among demographic subgroups was noted.  Women who took part in the study tended 
to rank usability a little higher than men, which is in line with previous research that found that women often 
rate digital health products that patients use more positively (Nouri et al., 2020).  Younger individuals also gave 
higher usability ratings, which may be because they were more comfortable with technology.  On the other hand, 
some people over 60 gave the chatbot a score of less than 70 because they had trouble navigating text. 
This emphasizes the necessity of creating chatbot interfaces that prioritize accessibility, incorporating features 
like enlarged fonts, voice-activated functionalities, and streamlined language selections. 
Figure 2 shows the spread of SUS Usability Scores for Chatbot Interaction. 
 

 
Figure 2: Distribution of SUS scores. 

 
 4.4. Levels of Trust 

The trust scores, which were measured on a 5-point Likert scale, were more varied than the reaction speed or 
usability.  Patients gave chatbots a score of 3.2 out of 5, human staff a score of 3.8 out of 5, and hybrid models, 
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where doctors checked or added to chatbot responses, a score of 4.4 out of 5.  The hybrid approach regularly beat 
both chatbot-only and human-only circumstances across all demographics. 

Qualitative comments indicated that patients appreciated the assurance provided by human oversight.  A 
number of participants, especially those aged 45–59 and 60 and older, said they felt "more comfortable" when a 
person confirmed the chatbot's suggestions.  Younger patients, who tend to trust technology more, nonetheless 
evaluated hybrid models higher. This shows that working together with AI is valuable for everyone. 

Uninsured patients had lower trust scores for chatbot-only encounters than insured patients, which could 
mean that they are skeptical because of larger systemic problems.  This implies that equity-centered chatbot 
implementation tactics may be necessary to foster confidence among at-risk populations. 
Figure 3. Average Trust Ratings for Chatbot, Human Staff, and Hybrid Models. 
 

 
Figure 3: Trust level comparison. 

 
4.5. Combined Results 

The findings, when taken together, give a more complete picture.  Chatbots were very efficient and easy to 
use, giving quick answers and having an interface that was easy to understand.  Most of the people who took part 
in the study, especially younger and female groups and those who had trouble getting to the event or paying for 
it, said they liked these benefits.  But trust was still a big problem.  Patients still liked models where people were 
involved, even though they were easy to use and fast. 

This dynamic shows how far automation can go in healthcare: efficiency and usability can get people 
involved, but trust—and by extension, long-term use—needs a balance of technological ease with human 
comfort.  Adding chatbots to hybrid care models, with the help of physicians, seems to be the best way to get the 
most out of both patient pleasure and engagement. 
 
5. DISCUSSION 

The results indicate that chatbots have the potential to significantly improve efficiency and the overall 
experience for patients. Quicker response times effectively tackle the frustrations frequently encountered in U.S. 
healthcare. Robust usability scores reflect findings from earlier studies (Zhou et al., 2021). Trust, nonetheless, is 
contingent. Patients show a clear preference for hybrid models, highlighting the notion that AI should serve to 
enhance the role of clinicians rather than supplant them. 

In the realm of medical education, findings underscore the promising role of chatbots as effective training 
instruments. Students appreciated the importance of cultivating empathy and engaging in organized 
communication with AI. Integrating chatbots into educational settings could establish their function as a 
standard practice. 

The implications for policy encompass possible cost reductions and scalability, alongside the necessity for 
regulatory frameworks to guarantee ethical application. 
 
6. LIMITATIONS AND FUTURE WORK 

The use of simulated data in this study imposes constraints on its generalizability. Responses from patients in 
real-world settings can vary. The sample primarily concentrated on settings affiliated with U.S. medical schools, 
which might not represent the entirety of healthcare environments. Future investigations should encompass live 
trials, more extensive datasets, and longitudinal studies to assess long-term outcomes. Further examination of 
the integration of chatbots with electronic health records (EHRs) and their impact on health equity is necessary. 
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7. CONCLUSION 

AI chatbots aren't the answer to all problems, but they are a step toward a healthcare system that is more 
responsive, interesting, and efficient. These new ideas make things work better, make the user experience better, 
and make patients happier overall. Trust is still a problem, but using hybrid models and being careful about how 
they are used in medical education can help bridge this gap. Chatbots could improve the role of human doctors in 
the U.S. by changing the way patients interact with them through careful planning. 
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