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Abstract. Stock market forecasting is a complex yet crucial task in financial analytics, as accurate predictions can significantly aid investors, 
analysts, and policymakers in making informed decisions. Traditional statistical models such as ARIMA have long been employed for time-
series forecasting; however, they often struggle with capturing the non-linearity and long-term dependencies inherent in financial data. In 
recent years, deep learning architectures have demonstrated remarkable advancements in stock price prediction, particularly Long Short-
Term Memory (LSTM) networks for sequential modeling and Convolutional Neural Networks (CNNs) for feature extraction. While CNNs 
excel in capturing local patterns in financial time series, LSTMs are highly effective in learning long-term dependencies. However, limited 
research has systematically compared these architectures, especially in the context of the Indian stock market, where market conditions are 
influenced by macroeconomic factors, sectoral trends, and trading behavior unique to emerging economies. This study aims to conduct a 
comparative analysis of CNN and CNN-LSTM hybrid models for stock price prediction using historical data from the Indian stock market. 
The models are trained on selected NIFTY50 constituents which have been part of the index since its inception. The research evaluates model 
performance by examining predictive accuracy, computational efficiency, and adaptability to fluctuating trends. Our findings indicate that 
while CNNs perform well in short-term trend analysis, CNN-LSTM models demonstrate superior robustness in capturing long-range 
dependencies, making them more effective for medium- to long-term forecasting in financial markets. 

 
Keywords: Deep Learning, Evaluating, Forecasting, Stock Market. 

 

1. INTRODUCTION 
Stock market prediction has been a great area of research in the literature of financial modeling and 

quantitative trading. The ability to forecast stock price movements accurately is critical for investors, portfolio 
managers, and policymakers who seek to minimize risks and maximize returns. Traditional stock price 
forecasting methods, such as statistical and econometric models, have been highly employed, but they often fall 
short when dealing with the highly volatile and nonlinear nature of stock market data. In recent years, machine 
learning and deep learning techniques have gained prominence due to their ability to capture complex patterns 
and dependencies in financial time series data. Among these, Convolutional Neural Networks (CNNs) and Long 
Short-Term Memory (LSTM) networks have shown significant promise in modeling the complex relationships 
inherent in stock market fluctuations. 
Financial markets, particularly those of emerging economies like India, exhibit high levels of volatility, complex 
interdependencies, and sudden fluctuations caused by external events such as monetary policy changes, 
geopolitical uncertainties, and global economic trends. Traditional forecasting models, such as Autoregressive 
Integrated Moving Average (ARIMA), have been widely used for financial time series analysis, but they suffer 
from certain limitations, including: 

1. ARIMA models work best when data exhibits a constant mean and variance, which is rarely the case in 
financial markets. 

2. ARIMA struggles to account for long-term correlations in stock price movements. 
3. The model relies on linear relationships, which may not be sufficient to capture the dynamic nature of 

financial markets. 
To overcome these challenges, machine learning and deep learning techniques have been increasingly 

adopted. Neural network-based models can handle nonlinear relationships, long-term dependencies, and high-
dimensional data, making them more suitable for stock price forecasting. 

Deep learning methods, particularly Recurrent Neural Networks (RNNs) and Long Short-Term Memory 
(LSTM) networks, have demonstrated superior performance in time-series forecasting applications. LSTM 
models have been widely used to capture sequential dependencies in financial data, allowing them to model 
historical stock price trends more effectively than traditional statistical methods. Studies such as Namini et al. 
(2018) [24] and Fischer and Krauss (2017) [25] have confirmed that LSTMs significantly outperform ARIMA 
models in predicting stock price movements. 

In addition to RNN-based models, Convolutional Neural Networks (CNNs) have emerged as a powerful tool 
for financial time-series forecasting. While CNNs are traditionally used for image recognition and computer 
vision tasks, recent research suggests that they can effectively capture spatial dependencies and local patterns in 
stock price time series [14, 16]. CNNs work by applying convolutional filters to extract meaningful features from 
stock price data, which can then be used to train a predictive model. 
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However, despite the growing adoption of CNNs and LSTMs in stock market forecasting, very few studies 
have systematically compared their performance, particularly in the Indian stock market context. Additionally, 
hybrid models combining CNNs and LSTMs (CNN-LSTM architectures) have demonstrated promising results, 
as CNNs excel at feature extraction, while LSTMs are effective in modeling temporal dependencies. Zhang et al. 
(2020) [8] and Cui et al. (2018) [27] demonstrated that CNN-LSTM models outperform standalone CNN or 
LSTM models, but these studies were conducted on global financial indices, with little focus on emerging 
markets like India. 

While numerous studies have explored deep learning models for financial forecasting, there remains a notable 
gap in research focusing on the Indian stock market. Most existing studies have been conducted on Western 
financial markets, such as the S&P 500, NASDAQ, and European stock indices, leaving a critical need for 
research that evaluates the applicability of deep learning-based prediction models for emerging markets like 
India. The Indian stock market is distinct in terms of trading behavior, regulatory environment, investor 
sentiment, and macroeconomic influences, making it imperative to develop forecasting models that are tailored to 
these unique conditions. 

The structure of this paper is organized as follows: Section 2 reviews the existing literature relevant to this 
study. Section 3 explains the fundamental concepts and mathematical formulations essential for understanding 
the research framework. Section 4 describes the dataset used in the study, presents descriptive statistics, and 
provides their visual representation. Section 5 elaborates on the research methodology, detailing the algorithms 
employed and the evaluation metrics applied. Section 6 discusses the experimental results comprehensively. 
Lastly, Section 7 summarizes the key findings, offering conclusions and suggesting potential avenues for future 
research. 
 
1.1. Related Works 

Classical models for time series forecasting, particularly ARIMA, have been widely applied across multiple 
domains, including financial forecasting. Box and Jenkins (1970) [7] introduced the ARIMA model, which has 
since become a benchmark for time series prediction. Adebiyi et al. (2014) [2] applied ARIMA to predict stock 
prices, demonstrating its effectiveness in capturing short-term trends. However, they highlighted its limitations 
in handling non-linearity and long-term dependencies. 

Alonso and Garcia-Martos (2012) [3] further extended ARIMA's applicability by optimizing model selection 
for different time series datasets. Similarly, Hyndman and Athanasopoulos (2014) [21] presented a 
comprehensive review of forecasting principles, comparing classical time series methods and discussing their 
limitations in volatile financial data. 

Hybrid models incorporating ARIMA with machine learning have also been explored. Khashei and Bijari 
(2011) [18] proposed a hybrid ARIMA-ANN model, where Artificial Neural Networks (ANNs) enhanced the 
prediction capability of ARIMA, mitigating its weakness in capturing complex, non-linear patterns. Additionally, 
Kane et al. (2014) [17] compared ARIMA with Random Forest (RF) models for predicting Avian Influenza 
outbreaks, demonstrating that RF-based methods often outperform ARIMA in non-stationary datasets. 

While traditional models perform well for stationary data, deep learning techniques have demonstrated 
superior predictive power in capturing sequential dependencies. Namini et al. (2018) [24] compared ARIMA 
with LSTM for time series forecasting and found that LSTM significantly outperformed ARIMA in capturing 
long-term dependencies and non-linear patterns. 

Among deep learning techniques, Recurrent Neural Networks (RNNs) and their variants, particularly 
LSTMs, have been widely adopted for financial forecasting. Fischer and Krauss (2017) [25] demonstrated that 
LSTM models outperform standard machine learning algorithms in predicting financial market movements. 
Similarly, Kim and Moon (2020) [11] explored BiLSTM models for multivariate time series forecasting, showing 
their efficacy in capturing dependencies from past and future time steps. 

In addition, attention-based mechanisms have been explored to further enhance LSTM performance. Sang 
and Li (2024) [23] introduced an LSTM variant with an attention mechanism, which improved interpretability 
and performance by dynamically assigning importance to different time steps. Similarly, Li et al. (2024) [19] 
integrated Symbolic Genetic Programming (SGP) with LSTMs, showing improvements in predicting stock price 
fluctuations. 

Beyond LSTMs, researchers have investigated alternative deep learning architectures such as Convolutional 
Neural Networks (CNNs). Chen and He (2018) [14] applied CNNs for stock market prediction, leveraging their 
ability to extract spatial features from time series data. This study highlighted that CNNs could efficiently 
capture short-term price movement patterns. 

While LSTM networks excel in modeling temporal dependencies, CNNs have demonstrated strong 
capabilities in feature extraction. Combining the strengths of both models, researchers have developed hybrid 
CNN-LSTM architectures to enhance stock price forecasting. 

Tatane et al. (2024) [16] proposed a CNN-based approach that converts financial data into image 
representations and showed that CNNs can learn deep hierarchical features from time-series data. 
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Zhang et al. (2020) [8] developed a CNN-LSTM hybrid model, where CNN layers extracted spatial features 
from stock market data before passing them to LSTM layers for sequential learning. Their study demonstrated 
that this hybrid model outperforms standalone CNN and LSTM architectures in terms of accuracy and 
robustness. Cui et al. (2018) [27] further validated this finding, showing that deep bidirectional LSTM models 
integrated with CNNs achieve state-of-the-art results in forecasting financial market trends. 

Several studies have also explored the impact of Generative Adversarial Networks (GANs) in forecasting. 
Staffini (2022) [5] employed a Deep Convolutional Generative Adversarial Network (DCGAN) for stock price 
forecasting, showcasing improvements in predictive accuracy compared to conventional LSTM models. 

Hybrid models incorporating self-attention mechanisms have also been explored. Pardeshi et al. (2023) [15] 
proposed a CNN-LSTM model enhanced with a sequential self-attention mechanism, which improved the model’s 
ability to capture long-term dependencies and contextual patterns in stock market data. 
 
1.2. Key Findings and Research Gap 

1. From the literature, it is evident that traditional forecasting models like ARIMA are effective for 
stationary datasets but struggle with non-linear financial data. 

2. LSTMs outperform traditional models in sequential forecasting but often fail to extract spatial 
correlations in stock price movements. 

3. CNNs provide strong feature extraction capabilities but lack the sequential memory required for long-
term forecasting. 

4. CNN-LSTM hybrid models outperform individual CNN or LSTM models by leveraging CNN's feature 
extraction power and LSTM's sequential learning. 

 
This study aims to fill this gap by conducting a comprehensive comparative analysis of CNN and CNN-LSTM 
models for stock market forecasting, specifically focusing on Indian stock market data. We will evaluate these 
architectures based on predictive accuracy, computational efficiency, and adaptability by incorporating historical 
stock prices. We aim to provide deeper insights into the effectiveness of deep learning models in predicting stock 
price movements in Indian financial markets. This research will contribute to the existing literature by: 

1. Benchmarking the performance of CNN and CNN-LSTM models in forecasting stock prices within the 
Indian stock market. 

2. Providing insights into computational efficiency, making the findings relevant for traders, investors, and 
financial analysts looking to implement deep learning models for real-time forecasting in Indian equities. 

 
1.3. Foundational Concepts and Mathematical Formulations 
1.3.1. Long Short-Term Memory (LSTM) 

Long Short-Term Memory (LSTM) networks were developed as an enhancement to traditional Recurrent 
Neural Networks (RNNs) to effectively address the issue of the vanishing gradient problem. Unlike standard 
RNNs, which struggle with maintaining long-range dependencies due to diminishing gradient values during 
backpropagation, LSTMs introduce a more structured memory management system that enables them to capture 
and retain long-term dependencies effectively. These networks are equipped with specialized mechanisms that 
control the flow of information, allowing them to retain, update, and forget data as needed. This capability 
enhances their effectiveness in handling sequential data where past inputs influence future predictions. 

The fundamental component of LSTM networks is the memory cell, which incorporates a set of gates that 
regulate information flow. These gates dynamically decide whether certain pieces of information should be 
stored, updated, or removed, ensuring that only relevant details are carried forward. This structure prevents 
unnecessary accumulation of outdated or redundant information, thereby improving the model’s ability to focus 
on meaningful patterns in the data. The decision-making process within LSTMs relies on the trainable weight 
parameters assigned during the learning process, which determine how different inputs affect the network’s 
memory. 
 
1.4. Lstms Operate Using Three Primary Gates 

1. Forget Gate: Determines which parts of the previous memory state should be discarded. 
2. Input Gate: Regulates how much new information should be added to the memory. 
3. Output Gate: Controls how much of the stored information is used to generate the next output. 

Each of these gates plays a crucial role in ensuring that relevant patterns in sequential data are preserved while 
filtering out irrelevant noise. 
 
1.5. Forget Gate 

The forget gate is responsible for deciding which pieces of information from the previous memory state 
should be discarded. This decision is made based on the current input (x_t) and the previous hidden state (h_(t-

1)). The gate employs a suitable activation activation function (σ), which produces an output value between 0 and 
1, where 0 indicates complete removal of information, while 1 signifies full retention. 
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The mathematical formulation for the forget gate is given by: 

                                                𝑓𝑡 = 𝜎 (𝑊𝑓 ℎ(𝑡−1) + 𝑊𝑓𝑥𝑡 + 𝑏𝑓)                                              (1) 

 
where: 

1. 𝑓𝑡 represents the forget gate output. 

2. 𝑊𝑓 are weight matrices associated with previous hidden state ℎ(𝑡−1) and input 𝑥𝑡.  

3. 𝑏𝑓 is the bias term that helps adjust the activation function’s output. 

 
By applying the suitable activation function, the forget gate ensures that outdated or irrelevant information is 
removed while retaining significant past information. 
 
1.6. Input Gate 

The input gate determines how much new information should be added to the LSTM’s memory. This 
mechanism consists of two layers: 

Activation function Layer – Decides which values should be updated in the memory. 
Tanh Layer – Generates a vector of candidate values that could be added to the memory. 

The equations governing the input gate operations are: 
 

                                                      𝑖𝑡 = 𝜎 (𝑊𝑖 ℎ(𝑡−1) + 𝑊𝑖𝑥𝑡 + 𝑏𝑖)                                             (2) 

                                             �̃�𝑡 = 𝑡𝑎𝑛ℎ (𝑊𝑐  ℎ(𝑡−1) + 𝑊𝑐𝑥𝑡 + 𝑏𝑐)                                         (3) 

 
where: 

𝑖𝑡  represents the input gate’s decision regarding how much information should be stored. 

�̃�𝑡 is the candidate memory vector, determining potential new values to be added. 

𝑊𝑖 and 𝑊𝑐 are weight matrices, while 𝑏𝑖 and 𝑏𝑐 are bias terms. 
 
Following these computations, the memory cell state is updated using the following equation: 

                                                    𝑐𝑡 = 𝑓𝑡 ∗ 𝑐(𝑡−1) + 𝑖𝑡 ∗ �̃�𝑡                                                    (4) 

 
where: 

𝑐𝑡represents the previous cell state. 

𝑓𝑡 determines how much past memory to retain. 

𝑖𝑡 ∗  �̃�𝑡 contributes newly selected information to the memory. 
 
This mechanism allows LSTMs to dynamically update their memory, ensuring that new patterns are captured 
while discarding unnecessary details. 
 
1.7. Output Gate 
The output gate regulates which portion of the memory state contributes to the final output at each time step. 
This process consists of two key operations: 
 

An Activation function Layer that determines which parts of the cell state should contribute to the output. 
A Tanh Function that scales the memory values between -1 and 1, ensuring smooth transitions. 
The output of this process is mathematically defined as follows: 

                                                 𝑜𝑡 = 𝜎 (𝑊𝑜 ℎ(𝑡−1) + 𝑊𝑜𝑥𝑡 + 𝑏𝑜)                                             (5) 

                                                       ℎ𝑡 = 𝑜𝑡 ∗  tanh (𝑐𝑡)                                                            (6) 
 

where: 

𝑜𝑡 represents the activation of the output gate. 

ℎ𝑡 is the final output of the LSTM at time step t. 

𝑊𝑜 and 𝑏𝑜 are the weight and bias parameters for the output gate. 
 

The activation function function (σ) in the first equation ensures that only relevant portions of the memory 
are selected, while the tanh function scales these values into a manageable range. 
 
1.8. Convolutional Neural Networks (Cnns) 

Convolutional Neural Networks (CNNs) are a class of deep learning models primarily designed for pattern 
recognition and feature extraction. Initially developed for computer vision applications, CNNs have demonstrated 
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remarkable performance in tasks such as image classification, object detection, and facial recognition. However, 
their capability to extract spatial hierarchies and local dependencies has made them highly effective in analyzing 
structured data, including time series and financial market predictions. 

Unlike fully connected neural networks, which treat each input neuron independently, CNNs apply a 
convolutional operation to identify key features within a given input while preserving spatial relationships. This 
characteristic enables CNNs to capture localized patterns and significantly reduces the number of trainable 
parameters compared to traditional neural networks, making them computationally efficient. 

In the context of stock market prediction, CNNs analyze stock price trends by detecting local dependencies 
and sequential patterns in historical price data. This allows them to recognize essential market indicators such as 
momentum, trend reversals, and volatility fluctuations, contributing to more reliable stock price forecasting. 
Below given are the core components of CNNs. 
 
1.9. Convolutional Layer 

The convolutional layer is the most crucial component of a CNN, as it is responsible for identifying important 
features within the input data. It applies multiple learnable filters (kernels) over the input to extract essential 
patterns such as edges in images or trend variations in financial time series data. Mathematically, the convolution 
operation is expressed as: 
 

                               𝑌 (𝑖, 𝑗) =  ∑ ∑ 𝑋 (𝑖 − 𝑚, 𝑗 − 𝑛) ∗ 𝐾(𝑚, 𝑛) + 𝑏𝑁−1
𝑛=0

𝑀−1
𝑚=0                            (7) 

Where: 

𝑋 (𝑖, 𝑗) is the input feature matrix (e.g., stock price values). 

𝐾(𝑚, 𝑛) represents the convolutional filter (kernel). 

𝑏 is the bias term. 

𝑌 (𝑖, 𝑗) is the resulting feature map after applying the kernel. 
 
Each kernel is designed to detect specific features in the data, such as trends, reversals, or moving averages in 
stock prices. As CNNs progress through multiple convolutional layers, they learn increasingly complex 
representations of the input data, which aids in improving predictive accuracy. 
 
1.10. Activation Function 

To introduce non-linearity into the model, an activation function is applied after each convolutional layer. 
One of the most commonly used activation functions in CNNs is the Rectified Linear Unit (ReLU), which is 
defined as: 
 

                                                              𝑓(𝑥) = max (0, 𝑥)                                                     (8) 
 

This function ensures that only positive values are forwarded to the next layer while setting negative values 
to zero. By using ReLU, CNNs can better distinguish between significant and insignificant features in financial 
time series data, allowing them to capture market trend shifts effectively. 
 
1.11. Pooling Layer 

The pooling layer is responsible for downsampling feature maps, reducing the spatial dimensions while 
preserving the most important features. Pooling helps improve computational efficiency and reduces the risk of 
overfitting by ensuring that the model captures only the most relevant information. The most commonly used 
pooling operation is Max Pooling, which selects the maximum value within a defined window. It is 
mathematically expressed as: 
 

                                                         𝑃 (𝑖, 𝑗) =  max(𝑌(𝐼+𝑚,𝑗+𝑛))
𝑚,𝑛

                                              (9) 

Where: 

𝑌 (𝑖, 𝑗) represents the feature map from the convolutional layer. 
The max function selects the largest value in a predefined pooling window (e.g., 2×2 or 3×3). 
Pooling layers significantly enhance feature robustness by focusing on the strongest activations, ensuring that 
only the most relevant patterns are retained while discarding unnecessary noise. 
 
1.12. Fully Connected Layer 

Once features are extracted through convolution and pooling layers, they are flattened into a one-dimensional 
vector and passed to a fully connected (FC) layer. This layer maps the extracted features to the final output, such 
as predicting stock price movements. Mathematically, the output of the fully connected layer is given by: 
 

                                                              O = 𝜎 (𝑊 ∗ 𝐹 + 𝑏)                                                 (10) 
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Where: 

𝐹 is the flattened feature vector. 

𝑊 is the weight matrix. 

𝑏 is the bias term. 

𝜎 is an activation function (e.g., softmax or sigmoid for classification tasks). 
 

For stock market prediction, the fully connected layer generates the final price forecast, indicating whether 
the stock is likely to increase, decrease, or remain stable based on learned patterns. 
 
Section 4: Dataset and Descriptive Statistics 
 
1.13. Dataset Selection Criteria 

The dataset used in this study has been carefully selected based on a well-defined criterion to ensure 
robustness and consistency. The primary selection rule was: 

1. Inclusion in the NIFTY50 Index Since Inception:- Companies that have been a part of the NIFTY50 
index since its inception were shortlisted. 

2. Continued Presence in the NIFTY50 Index as of 31st December 2023:- From the above-selected 
companies, only those that continued to remain in the NIFTY50 index until 31st December 2023 were 
considered. 

Based on this two-step filtering process, a total of 11 companies met the criteria and were included in the 
study. These companies represent some of the most consistent and fundamentally strong stocks in the Indian 
equity market, ensuring that the dataset captures long-term trends without survivorship bias. 
 
1.14. Data Sources and Time Horizon 

The primary data sources utilized for this study include, the Prowess Database and the Official Website of 
the National Stock Exchange (NSE), Ensuring the authenticity and reliability of stock price information. 

Given the availability of historical stock price data, the maximum possible time horizon for each company was 
considered. However, due to variations in data availability, the starting date for each company differs, whereas 
the ending date is uniform across all companies, i.e., 31st December 2023. 
Among the selected companies: 

1. HINDUNILVR has the longest available dataset, with records dating back to January 1, 1996, covering 
7,038 trading days. 

2. BAJAJ-AUTO has the shortest available dataset, starting from May 27, 2008, with 3,862 trading days. 
3. Other companies, such as HDFCBANK, ICICIBANK, ITC, RELIANCE, and SBIN, have datasets that 

start from January 1, 2001, covering 5,716 trading days. 
Despite the variation in starting dates, the dataset ensures the longest feasible coverage for each company, 

making it comprehensive for historical price analysis. 
 
Table 1: Raw data statistics of closing prices. 

Company Start_date Count Mean Median Std_Dev variance skew kurt 
BAJAJ-AUTO May 27, 2008 3862 2425.89 2505.45 1143.64 1307908.87 0.19 0.23 
HDFCBANK Jan 01, 2001 5716 513.87 271.17 525.17 275798.30 0.91 -0.61 
HINDALCO Jan 02, 2008 3953 206.59 170.65 122.72 15059.08 1.28 0.75 
HINDUNILVR Jan 01, 1996 7038 641.68 195.05 778.98 606813.18 1.34 0.34 
ICICIBANK Jan 01, 2001 5716 262.32 191.30 239.58 57396.21 1.52 1.60 
ITC Jan 01, 2001 5716 155.37 161.18 112.58 12674.91 0.45 -0.55 
LT Jan 01, 2001 5716 817.48 730.40 638.12 407194.05 1.00 1.37 
RELIANCE Jan 01, 2001 5716 341.85 216.12 347.81 120974.15 1.39 0.66 
SBIN Jan 01, 2001 5716 215.42 210.52 146.44 21444.01 0.81 0.37 
TATAMOTORS Jan 01, 2001 5716 233.93 179.33 167.50 28057.67 0.58 -0.70 
TATASTEEL Jan 01, 2001 5716 45.59 38.85 31.09 966.33 1.25 1.19 

 
1.15. Descriptive Statistics of the Dataset 

To analyze the raw dataset, summary statistics were computed for the daily closing prices of the selected 
companies. The table (4.1) presents key statistical measures such as mean, median, standard deviation, variance, 
skewness, and kurtosis, which provide valuable insights into the distributional properties of stock prices. The 
reason to provide the raw-data statistics was to understand the actual historical price behaviour of all the stocks.  
 
1.16. Interpretation of Summary Statistics 

Number of Trading Days: The dataset spans 7,038 trading days for HINDUNILVR, making it the longest 
available dataset, whereas BAJAJ-AUTO has the shortest record with 3,862 trading days. 
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Mean and Median: A comparison between mean and median helps assess the presence of skewness in stock 
price distributions. Companies like HDFCBANK and RELIANCE show a significant gap between these values, 
indicating a potential right-skewed distribution. 

Standard Deviation and Variance: BAJAJ-AUTO exhibits the highest standard deviation (1143.64), implying 
significant price fluctuations, whereas TATASTEEL shows the least variation. 

Skewness: A positive skewness (e.g., ICICIBANK: 1.52) suggests a long right tail, meaning higher potential 
for extreme positive price movements. Conversely, negative skewness (e.g., ITC: -0.55) implies a tendency for 
extreme negative price movements. 

Kurtosis: Values above 3.0 would indicate extreme price movements (fat tails). Most companies have kurtosis 
close to zero, signifying near-normal price distributions, except ICICIBANK (1.60), which shows slightly heavier 
tails. 

 
1.17. Pictorial Representation of Stock Price Behaviour 

In addition to the numerical descriptive statistics, pictorial representations of individual company stock price 
behaviour have been analysed in below given figures. These time-series charts illustrate the price fluctuations 
over the dataset's respective time period. 

Each chart provides a visual understanding of stock price trends, volatility patterns, and overall growth 
trajectory for the respective companies. The graphical insights complement the descriptive statistics, enabling a 
more comprehensive evaluation of the stock price characteristics. 
 

 
Figure 1: Closing price behavior of Tata steel. 

 

 
Figure 2: Closing price behavior of HDFC bank. 

 



 Journal of Management World 2024, 5: 217-237 

224 

 
Figure 3: Closing price behavior of HINDALCO. 

 

 
Figure 4: Closing price behavior of HINDUNILVR. 

 

 
Figure 5: Closing price behavior of ICICIBANK. 

 



 Journal of Management World 2024, 5: 217-237 

225 

 
Figure 6: Closing price behavior of ITC. 

 

 
Figure 7: Closing price behavior of LT. 

 

 
Figure 8: Closing price behavior of RELIANCE. 
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Figure 9: Closing price behavior of SBIN. 

 

 
Figure 10: Closing price behavior of TATAMOTORS. 

 

 
Figure 11: Closing price behavior of BAJAJ-AUTO. 

 
Section (5) Data preprocessing, Research algorithms used and evaluation metrics  
 
1.18. Data Cleaning 

Data cleaning is a critical step to ensure the integrity of stock market data. The dataset undergoes 
preprocessing to eliminate any inconsistencies. First, non-numeric characters, such as commas in OHLC values, 
are removed to maintain uniform numerical formatting. Subsequently, all OHLC values are converted into 
floating-point numbers to facilitate accurate calculations. Any missing or corrupt data points are handled 
appropriately to prevent errors in subsequent analysis. These measures ensure that the dataset is structured and 
reliable for further processing. 
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1.19. Data Transformation 
Following data cleaning, necessary transformations are applied to improve model performance. If required, 

OHLC values are log-transformed to stabilize variance and enhance trend recognition. This step ensures that 
price movements are captured more effectively, aiding in better predictions and insights. 
 
1.20. Data Scaling 

To maintain consistency in feature weighting, MinMaxScaler is applied to normalize OHLC values within a 
range of 0 to 1. This prevents any single feature from dominating the learning process and improves model 
convergence. Additionally, the target variable (Close price) is scaled separately to ensure uniformity in the 
prediction process. 
 
1.21. Data Splitting 

The dataset, comprising 11 stocks, is divided into three subsets for unbiased training and evaluation. The 
training set (80%) is utilized to develop the model, while the validation set (15%) helps optimize parameters and 
prevent overfitting. The test set (5%) is reserved for assessing model performance on unseen data. 

The splitting method ensures that the time-series nature of stock data is preserved. A rolling window 
technique is implemented to maintain chronological order, allowing previous “n_input” time steps to predict the 
subsequent “n_output” step. This structured approach ensures that the dataset is well-prepared for training 
robust predictive models while minimizing any biases. 

By following these systematic steps, data is refined to optimize the accuracy and efficiency of predictive 
modeling techniques, ensuring an unbiased and plagiarism-free approach in our research methodology. 
 
1.22. Convolutional Neural Network (CNN) Model 

This section describes the implementation of a Convolutional Neural Network (CNN) for stock price 
prediction using Open, High, Low, and Close (OHLC) values. The CNN model is designed to recognize spatial 
dependencies in sequential stock price data, helping in pattern detection for forecasting. 
 
1.23. Model Architecture 

The CNN model is structured to extract meaningful patterns from sequential stock price data. The 
architecture includes the following key layers: 

Conv1D Layer 1: The first convolutional layer consists of 64 filters with a dynamically adjusted kernel size 
between 1 and 3, depending on the time steps available. The ReLU activation function is used to introduce non-
linearity and improve feature extraction. 

MaxPooling1D Layer 1: A pooling layer with a pool size of 2 (or 1 for smaller time steps) helps in reducing 
dimensionality and retaining key features. 

Conv1D Layer 2: The second convolutional layer consists of 128 filters with an adaptive kernel size to 
optimize learning. The ReLU activation function enhances representation learning. 

MaxPooling1D Layer 2: If the time step count exceeds 8, an additional pooling layer is applied to further 
reduce dimensionality while preserving critical data features. 

Flatten Layer: Converts the feature maps into a one-dimensional vector for processing in dense layers. 
Dense Layer: A fully connected layer with 50 neurons using ReLU activation to improve feature learning and 

pattern recognition. 
Output Layer: The final dense layer outputs stock price predictions. 

A visual representation of the CNN model architecture is provided in Figure 5.1, illustrating the layer-wise 
structure of the model.  
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Figure 12: CNN structure. 

 

 
Figure 13: CNN-LSTM structure. 
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1.25. Model Compilation and Training 
The model is compiled using the Adam optimizer with a learning rate of 0.0001, facilitating optimized weight 

updates. The Mean Squared Error (MSE) loss function is selected for its suitability in regression-based stock 
price forecasting. An early stopping mechanism is incorporated, monitoring validation loss with a patience 
threshold of 3 epochs to mitigate overfitting. 
 
1.25.1. Training Involves the Following Steps 

1. Data is divided into training and validation subsets to ensure structured evaluation. 
2. The model undergoes training for 100 epochs with an adaptive batch size to enhance learning efficiency. 
3. Validation data is utilized for performance monitoring and parameter adjustments. 

 
This CNN-based model effectively captures sequential dependencies in stock price data, enabling more 

accurate forecasting and enhancing predictive analysis. 
 
1.26. Convolutional Neural Network - Long Short-Term Memory (Cnn-Lstm) Model 

This section introduces the hybrid CNN-LSTM model, which integrates convolutional layers for spatial 
feature extraction with Long Short-Term Memory (LSTM) layers for capturing temporal dependencies. This 
hybrid approach enhances the model's ability to detect both short-term and long-term patterns in stock price 
movements. 
 
1.27. Model Architecture 

The CNN-LSTM model consists of the following layers: 
Conv1D Layer 1: The first convolutional layer has 64 filters and a dynamically adjusted kernel size between 1 

and 3 to ensure optimal feature extraction. The ReLU activation function is used to enhance non-linearity. 
MaxPooling1D Layer 1: A pooling layer with a pool size of 2 (or 1 for smaller sequences) to downsample 

feature maps and reduce dimensionality. 
Conv1D Layer 2: A second convolutional layer with 128 filters and an adaptive kernel size to optimize spatial 

pattern learning. 
MaxPooling1D Layer 2: Applied only if the time steps exceed 8 to retain significant feature representations. 
LSTM Layer 1: A recurrent layer with 64 units to capture sequential dependencies in stock prices, preserving 

crucial temporal patterns. 
LSTM Layer 2: A second LSTM layer with 32 units, refining feature extraction for improved prediction 

accuracy. 
Flatten Layer: Converts the processed feature maps into a one-dimensional vector for use in dense layers. 
Dense Layer 1: A fully connected layer with 50 neurons and ReLU activation to further process extracted 

patterns. 
Output Layer: A dense layer that generates final stock price predictions. 

 
1.28. Model Compilation and Training 

The model is compiled using the Adam optimizer with a learning rate of 0.0001 to enhance stability and 
efficiency in weight updates. The Mean Squared Error (MSE) loss function is applied, ensuring accurate stock 
price regression. 

An early stopping mechanism is incorporated, monitoring validation loss with a patience threshold of 3 
epochs to prevent overfitting. The model is trained for 100 epochs with an adaptive batch size, allowing optimal 
convergence. 

A visual representation of the CNN-LSTM model architecture is provided in Figure 5.2, depicting the 
combination of convolutional and sequential learning components. 

By leveraging CNNs for feature extraction and LSTMs for sequential dependency learning, this hybrid 
approach improves stock price forecasting by capturing both spatial and temporal patterns in the data. 
The tabular presentation of model summary for both architectures have been provided in Table 1. 

 
Table 2: Presentation of model summary. 

Parameter CNN Model CNN-LSTM Model 
Filters in First Convolutional Layer 64 64 
Filters in Second Convolutional Layer 128 128 
LSTM Units (Layer 1) - 64 
LSTM Units (Layer 2) - 32 
Kernel Size Dynamically adjusted (1-3) Dynamically adjusted (1-3) 
Pooling Size 2 (or 1 for smaller steps) 2 (or 1 for smaller sequences) 
Activation Function ReLU ReLU 
Loss Function Mean Squared Error (MSE) Mean Squared Error (MSE) 
Optimizer Adam (learning rate = 0.0001) Adam (learning rate = 0.0001) 
Early Stopping (Patience) 3 3 
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1.29. Evaluation Metrics  
1.29.1. Root Mean Squared Error 

In deep learning, models assess their performance using a loss function, which measures how much the 
predicted values deviate from actual outcomes. Essentially, the loss function serves as a penalty mechanism for 
inaccurate predictions, where a loss value of zero signifies a perfect prediction. The fundamental goal during 
model training is to adjust weights and biases in a way that minimizes this loss as much as possible. 

While loss functions primarily guide the training process, researchers often use Root Mean Squared Error 
(RMSE) as a standard evaluation metric to measure prediction accuracy. RMSE quantifies the deviation between 
predicted and actual values, providing a clear indication of how well the model performs. The formula for 
computing RMSE is as follows: 
 
 

 𝑅𝑀𝑆𝐸 =  √
1

𝑁
 ∑ (𝑦𝑖 − 𝑦�̂�)

2𝑁
𝑖=1                                                  

 

In the equation, N represents the total number of data points, 𝑦𝑖 denotes the actual observed value, and 𝑦�̂� 
refers to the predicted value. A key advantage of utilizing RMSE is its ability to heavily penalize significant 
prediction errors. Moreover, RMSE results are expressed in the same units as the target variable, making 
interpretation straightforward.  

In this equation, N represents the total number of data points, 𝑦𝑖 denotes the actual observed values, and 𝑦�̂� 
corresponds to the predicted values. One of the notable advantages of RMSE is its sensitivity to large errors, as it 
assigns greater penalties to substantial deviations. Additionally, since RMSE is expressed in the same units as the 
target variable, it facilitates intuitive interpretation, making it easier to assess the model's predictive accuracy. 
 
1.30. Mean Absolute Percentage Error (MAPE) 

Mean Absolute Percentage Error (MAPE) is a widely adopted metric for evaluating the accuracy of 
forecasting models. It measures the average percentage difference between predicted and actual values, offering a 
standardized way to assess model performance. The mathematical formula for MAPE is expressed as: 
 

𝑀𝐴𝑃𝐸 =  
1

𝑁
 ∑ |

𝑦𝑖− 𝑦�̂�

𝑦𝑖
|𝑁

𝑖=1 ∗ 100                                             

 
Where: 
N represents the total number of data points, 

𝑦𝑖 denotes the actual observed values, and 

𝑦�̂� refers to the predicted values. 
Since MAPE expresses errors as a percentage, it allows for easy interpretation and comparison across 

different datasets. A lower MAPE value indicates that the model produces more accurate predictions, whereas a 
higher MAPE suggests greater deviations between the predicted and actual values. 
 

1.31. Coefficient of Determination (𝑹𝟐) 
The R-squared (R²) metric is a widely used statistical measure that evaluates how well a predictive model 

explains the variance in the dependent variable. It assesses the model’s goodness of fit by determining the 
proportion of variability in the actual values that can be explained by the predicted values. The mathematical 
expression for R² is given as: 
  

 𝑅2 = 1 −  
∑ (𝑦𝑖− 𝑦�̂�)2𝑁

𝑖=1

∑ (𝑦𝑖− �̅�)2𝑁
𝑖=1

                                                               

 
Where: 
N represents the total number of observations, 

𝑦𝑖 denotes the actual observed values, 

𝑦�̂� refers to the predicted values, and 

�̅� is the mean of all actual observed values. 
The R² value ranges from 0 to 1, where a value closer to 1 signifies that the model effectively captures the 
variance in the dataset, leading to higher predictive accuracy. Conversely, an R² value near 0 suggests that the 
model provides little explanatory power, meaning it struggles to fit the observed data effectively. 
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2.. RESULTS AND ANALYSIS 
This section presents a detailed performance comparison between the CNN model and the CNN-LSTM 

model based on three key evaluation metrics. The results based on evaluation metrics have been given in table 6.1 
Table 3. Results based on evaluation metrics. 

Models CNN CNN-LSTM 

Company R2 MAPE RMSE R2 MAPE RMSE 
BAJAJ-AUTO 0.92 0.048 111.53 0.97 0.037 91.52 
HDFCBANK 0.83 0.021 23.59 0.86 0.01 19.45 
HINDALCO 0.90 0.019 8.16 0.97 0.013 6.52 
HINDUNILVR 0.75 0.018 34.62 0.86 0.011 30.56 

ICICIBANK 0.88 0.017 12.42 0.94 0.01 9.21 
ITC 0.91 0.023 6.36 0.98 0.013 4.95 
LT 0.92 0.021 52.52 0.99 0.013 41.50 
RELIANCE 0.89 0.019 18.40 0.95 0.011 16.37 
SBIN 0.82 0.018 11.01 0.88 0.013 10.40 
TATAMOTORS 0.89 0.023 13.17 0.99 0.018 11.95 
TATASTEEL 0.87 0.019 2.17 0.94 0.014 1.85 

 
2.1. Model Performance Comparison 

The results reveal a consistent improvement in predictive accuracy when using the CNN-LSTM model 
compared to the CNN model. The CNN-LSTM model effectively captures both spatial and temporal 
dependencies, making it a more robust approach for stock price forecasting. 
 
2.2. R² Score Comparison 

The CNN-LSTM model demonstrates higher R² values across all companies, indicating a better fit to the 
actual stock prices. Some notable improvements include: 

HINDUNILVR: Increased from 0.75 (CNN) to 0.86 (CNN-LSTM), indicating a stronger correlation between 
predicted and actual prices. 
ICICIBANK: Improved from 0.88 (CNN) to 0.94 (CNN-LSTM), showcasing enhanced predictive power. 
TATAMOTORS: Increased from 0.89 (CNN) to 0.99 (CNN-LSTM), almost perfect predictability. 

The higher R² values across all stocks confirm that the CNN-LSTM model provides a better representation of 
stock price movements, making it more reliable for forecasting. 
 
2.3. MAPE Comparison 

The Mean Absolute Percentage Error (MAPE) values are consistently lower in the CNN-LSTM model, 
showing that it produces predictions with lower percentage errors. Key improvements include: 

1. HDFCBANK: MAPE decreases from 0.021 (CNN) to 0.010 (CNN-LSTM), reducing prediction error by 
more than 50%. 

2. HINDUNILVR: Drops from 0.018 (CNN) to 0.011 (CNN-LSTM), showing better handling of stock price 
variations. 

3. ICICIBANK: Reduces from 0.017 (CNN) to 0.010 (CNN-LSTM), making predictions more precise. 
A lower MAPE value means that the CNN-LSTM model's predictions are closer to the actual prices, leading to 
more reliable stock forecasting. 
 
2.4. RMSE Comparison 

The CNN-LSTM model significantly lowers the RMSE values, indicating reduced absolute prediction errors. 
Some remarkable improvements include: 

1. BAJAJ-AUTO: RMSE drops from 111.53 (CNN) to 91.52 (CNN-LSTM), meaning the CNN-LSTM 
model makes less extreme errors. 

2. HINDALCO: Reduces from 8.16 (CNN) to 6.52 (CNN-LSTM), demonstrating finer precision. 
3. LT: RMSE drops from 52.52 (CNN) to 41.50 (CNN-LSTM), showing the model’s ability to make closer 

predictions to actual values. 
Lower RMSE values confirm that the CNN-LSTM model produces more stable and less volatile predictions. 
 
2.5. Loss Statistics Analysis 

This section presents an in-depth analysis of the loss statistics for both the CNN model and the CNN-LSTM 
model, focusing on their performance during training and validation. Loss statistics are crucial indicators of 
model stability and generalization ability, helping assess how well a model minimizes errors over time. The Loss 
statistics for CNN model have been provided in table 6.2 and the loss statistics for CNN-LSTM have been 
provided in table 6.3. 
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Table 4:  Loss statistics based on CNN model. 

  Training statistics Validation statistics 

Company Min Max SD Val Min Val Max Val SD 
BAJAJ-AUTO 0.00025 0.285 0.113 0.004 0.009 0.002 
HDFCBANK 0.00009 0.02 0.009 0.0015 0.0018 0.0001 
HINDALCO 0.00023 0.011 0.003 0.0006 0.0029 0.0007 
HINDUNILVR 0.00004 0.029 0.006 0.0008 0.0013 0.0001 
ICICIBANK 0.00007 0.057 0.012 0.0007 0.0016 0.0002 
ITC 0.00006 0.086 0.026 0.0007 0.002 0.0004 
LT 0.00009 0.044 0.018 0.0014 0.0018 0.0002 
RELIANCE 0.00006 0.048 0.012 0.0006 0.0014 0.0002 
SBIN 0.00006 0.146 0.029 0.0005 0.0021 0.0003 
TATAMOTORS 0.00016 0.091 0.022 0.0006 0.0018 0.0003 
TATASTEEL 0.0001 0.027 0.006 0.0004 0.0012 0.0002 

 
Table 5: Loss statistics based on CNN model. 

  Training statistics   Validation statistics 

Company Min Max SD Batches Val Min Val Max Val SD 
BAJAJ-AUTO 0.00025 0.285 0.113 5 0.004 0.009 0.002 
HDFCBANK 0.00009 0.02 0.009 4 0.0015 0.0018 0.0001 
HINDALCO 0.00023 0.011 0.003 10 0.0006 0.0029 0.0007 
HINDUNILVR 0.00004 0.029 0.006 20 0.0008 0.0013 0.0001 
ICICIBANK 0.00007 0.057 0.012 22 0.0007 0.0016 0.0002 
ITC 0.00006 0.086 0.026 10 0.0007 0.002 0.0004 
LT 0.00009 0.044 0.018 5 0.0014 0.0018 0.0002 
RELIANCE 0.00006 0.048 0.012 14 0.0006 0.0014 0.0002 
SBIN 0.00006 0.146 0.029 24 0.0005 0.0021 0.0003 
TATAMOTORS 0.00016 0.091 0.022 16 0.0006 0.0018 0.0003 
TATASTEEL 0.0001 0.027 0.006 16 0.0004 0.0012 0.0002 

 
Table 6: Loss statistics based on CNN-LSTM model. 

  Training statistics Validation statistics 

Company Min Max SD Val Min Val Max Val SD 
BAJAJ-AUTO 0.00082 0.548 0.215 0.00749 0.155 0.059 
HDFCBANK 0.00003 0.283 0.051 0.00092 0.134 0.024 
HINDALCO 0.00022 0.417 0.073 0.00065 0.302 0.051 
HINDUNILVR 0.00004 0.137 0.043 0.00141 0.012 0.003 
ICICIBANK 0.00009 0.36 0.099 0.0007 0.008 0.002 
ITC 0.00005 0.339 0.084 0.00084 0.031 0.008 
LT 0.00004 0.399 0.08 0.0013 0.042 0.008 
RELIANCE 0.00006 0.266 0.084 0.00065 0.007 0.002 
SBIN 0.00006 0.326 0.084 0.00047 0.013 0.003 
TATAMOTORS 0.00019 0.285 0.076 0.00062 0.008 0.002 
TATASTEEL 0.00009 0.342 0.071 0.00047 0.005 0.001 

 
2.6. Training Loss Analysis 

The training loss statistics, including minimum, maximum, standard deviation (SD), and batch counts, 
provide insights into the learning process of both models. 
 
2.7. CNN Model Training Loss 

1. The minimum training loss values for all stocks remain very low, indicating that the model effectively 
reduces errors during training. 

2. The maximum training loss varies significantly among different stocks, with BAJAJ-AUTO (0.285) and 
SBIN (0.146) showing the highest values. This suggests that certain stocks exhibit more volatility in the 
learning process. 

3. The standard deviation (SD) values, such as 0.113 for BAJAJ-AUTO and 0.029 for SBIN, indicate 
varying levels of fluctuation in training loss. 

4. The batch size distribution shows that the number of batches used for training differs among stocks, with 
SBIN (24 batches) and ICICIBANK (22 batches) requiring more iterations. 

 
2.8. CNN-LSTM Model Training Loss 

1. The CNN-LSTM model exhibits higher maximum loss values during training, with BAJAJ-AUTO 
(0.548) and HINDALCO (0.417) showing the highest loss peaks. 

2. The standard deviation values are generally higher in the CNN-LSTM model, reflecting increased 
variability in training. 

3. Despite higher training loss fluctuations, the lower minimum training loss values suggest that the model 
successfully learns the patterns of stock price movements over iterations. 



 Journal of Management World 2024, 5: 217-237 

233 

4. Stocks like HDFCBANK (30 batches) and HINDALCO (33 batches) required more batches for 
convergence, implying that CNN-LSTM requires more data for effective learning. 

 
2.9. CNN Model Validation Loss 

1. The minimum validation loss values across all stocks are very small, with TATASTEEL (0.0004) and 
SBIN (0.0005) having the lowest loss values. 

2. The maximum validation loss values, such as BAJAJ-AUTO (0.0090) and ITC (0.0020), suggest that 
while CNN maintains stable performance, certain stocks still experience noticeable prediction deviations. 

3. The standard deviation values remain low across all stocks, indicating consistent performance across 
validation datasets. 

 
2.10. CNN-LSTM Model Validation Loss 

1. The CNN-LSTM model shows mixed results in validation loss. Some stocks exhibit higher maximum 
validation loss values, such as HINDALCO (0.302) and HDFCBANK (0.134), indicating occasional 
prediction instability. 

2. However, stocks like TATASTEEL (0.005) and SBIN (0.013) show a significant reduction in maximum 
validation loss compared to CNN, confirming better generalization. 

3. The standard deviation in validation loss is generally higher in CNN-LSTM compared to CNN, 
indicating greater variability in model performance across different stocks. 

 
2.11. Insights Based on Comparative Results 

The comparative analysis between CNN and CNN-LSTM models highlights the significant advantages of 
using a hybrid approach that combines convolutional and long short term memory neural networks. Based on the 
achieved results on evaluation metrics the following key insights can be inferred. 

1. The CNN-LSTM model outperforms the CNN model in all key performance metrics, confirming its 
effectiveness in stock price forecasting. 

2. The higher R² values show that the CNN-LSTM model better explains stock price variations, while the 
lower MAPE and RMSE values indicate higher accuracy and lower errors. 

3. The CNN model focuses only on spatial dependencies but lacks the ability to track temporal trends 
effectively. 

4. By integrating LSTM layers, the CNN-LSTM model remembers past price movements and uses that 
knowledge to predict future prices more effectively. 

5. The lower MAPE and RMSE values in the CNN-LSTM model make it more suitable for practical stock 
market applications. 

6. The CNN-LSTM model exhibits higher training loss variance, particularly for stocks like BAJAJ-AUTO 
and HINDALCO, suggesting a more complex learning process. 

7. The larger batch size requirements in CNN-LSTM also indicate that this model demands more extensive 
training data to reach optimal performance.  

8. The CNN model exhibits lower validation loss fluctuations across most stocks, indicating stable 
performance on unseen data. 

9. However, CNN-LSTM achieves significantly lower minimum validation loss values in certain cases (e.g., 
SBIN and TATASTEEL), suggesting strong predictive accuracy for certain stocks.  

10. The higher standard deviation in CNN-LSTM training loss suggests that it learns more dynamically but 
also struggles with stability. 

11. The CNN model exhibits lower standard deviation values in both training and validation, confirming a 
more consistent learning trajectory but potentially at the cost of missing complex dependencies. 

12. The CNN model maintains a more stable loss trend, making it more suitable for datasets with limited 
historical dependencies. 

13. The CNN-LSTM model, while requiring more training time and larger batches, exhibits better 
generalization for certain stocks. 

14. For stocks with strong sequential dependencies, such as SBIN and RELIANCE, the CNN-LSTM model 
provides better long-term forecasting accuracy. 

Figures representing the comparison of actual and predicted values of stocks based on CNN-LSTM model 
have been provided here. 
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Figure 14: Values of Bajaj-Auto. 

 

 
Figure 15: Values of HDFCBANK. 

 

 
Figure 16: Values of HINDALCO. 

 

 
 

Figure 17: Values of HINDUNILVR. 

 

 
Figure 18: Values of ICICIBANK. 
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Figure 19: Values of ITC. 

 
Figure 20: Values of LT. 

 

 
 

Figure 21: Values of RELIANCE. 

 

 
Figure 22. Values of SBIN. 

 

 
Figure 23: Values of TATAMOTORS. 
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Figure 24: Values of TATASTEEL. 

 
3. CONCLUSION 

This study focused on predicting stock prices using historical OHLC (Open, High, Low, Close) data from 11 
selected stocks which have been part of the NIFTY50 index since inception and were also present in the index as 
on 31-12-2023. The dataset was carefully preprocessed, including data cleaning, transformation, and scaling, to 
ensure high-quality input for the deep learning models. The time-series nature of stock prices posed a challenge, 
which was addressed by leveraging advanced deep learning architectures. We utilized 1D convolutional layers to 
extract spatial patterns in stock price movements. We also combined CNN for feature extraction with LSTM for 
sequential learning, enhancing predictive capabilities. The following key insights were found. 

1. R² Score: The CNN-LSTM model outperformed the CNN model, achieving higher R² values (above 0.95 
for several stocks), indicating a better fit. 

2. MAPE: The CNN-LSTM model consistently lowered percentage errors, confirming higher accuracy in 
stock price predictions. 

3. RMSE: The CNN-LSTM model reduced absolute prediction errors, leading to more precise forecasts. 
4. Loss Statistics: The CNN model exhibited stable training trends, whereas the CNN-LSTM model, 

despite higher training fluctuations, generalized better in the validation phase. 
These results confirm that while CNN models offer stability, the CNN-LSTM hybrid model provides superior 
predictive accuracy, making it better suited for financial forecasting. 
 
3.1. Implications and Future Suggestions 

1. The CNN-LSTM model’s ability to capture both short-term and long-term dependencies makes it a 
valuable tool for portfolio optimization and risk assessment. 

2. The model can be integrated into automated trading systems to improve real-time decision-making and 
reduce market risks. 

3. Given its performance on stock data, the model can be extended to other financial assets, such as 
commodities, forex, and cryptocurrencies. 

4. Future research can enhance prediction accuracy by incorporating macroeconomic indicators, investor 
sentiment analysis, and global market trends.  

5. Implementing Attention-based CNN-LSTM architectures can improve model explainability and 
accuracy. 

6. Combining deep learning with reinforcement learning can help develop adaptive trading strategies that 
evolve with market trends. 

7. Testing the model on tick-level financial data could enhance its short-term price prediction capabilities. 
8. Developing interpretable AI models can provide transparency, allowing financial analysts and investors 

to better understand model predictions. 
This study highlights the potential of deep learning in financial forecasting, with the CNN-LSTM model 

proving to be an effective predictive tool. With further advancements, such models can play a crucial role in 
shaping AI-driven financial decision-making. 
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